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CONTAINER AND LOW LATENCY NETWORKING
Containing Low Tail-Latencies in Packet Processing Using Lightweight Virtualization

Motivation

Tail-latency Experiments on Real
Hardware

I Expensive
I Restrictions on creating arbi-

trary topologies
I Limited availability
I Can have long delivery times
I Difficult to reproduce

Tail-latency Experiments on Virtual
Machines [8]

I Substantial overhead
I Complete Operating System

for every machine
I long booting times

Background

Virtualization of systems is possible using:
I Full virtualization, e.g., virtual machines (VMs)
I OS-level virtualization, e.g., container

Hardware

Host OS

Container Engine

Container
Application

Libraries

Container
Application

Libraries

Virtual Machine
Application

Libraries

Guest OS

Analyzed raise of latency is according to [2] mostly caused by:
I Interrupts raised on the same core as the virtualization
I Energy-saving mechanism during idle times
I Other applications running on the same cores as the virtualization

Measurement Setup
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I Loadgen runs a packet generator (MoonGen [1]) creating UDP
packets

I Device under Test (DuT) contains to be analyzed system
I Timestamper records ingress/egress traffic using passive optical

traffic access points (TAPs)
– Hardware-timestamping of entire network traffic (resolution

1.25 ns)
– Determine worst-case latencies on a per-flow basis

Area A: Tail-latency measurements [6]
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Performance of LXC container vs bare-metal using 1 mpackets/s
I Using optimizations such as to:

– reduce interrupts
– reduce timer-ticks
– disable energy-saving-mechanism

Area B: HVNet - Virtualization of topologies [8]
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I One VLAN-ID per connection
I Each packet traverses the wire per link once
I Reduce impact using optimization such as core isolation [3]

Area C: Modeling and further analysis

Platform Opt. RT NoHz Vanilla Exceedances

VM X × × X 1.25
VM × × × X 2.58

Container X X × × 1.42
Container × X × × 7.67
Container X × X × 1.25
Container × × X × 1.67
Container X × × X 2.92
Container × × × X 2.29

Kernel Netw. X X × × 2.50
Kernel Netw. × × × X 22.73

Further, we use our system to:
I QoS-aware routing algo-

rithms in different scenar-
ios [5]

I Compare VM and container
on different hardware ma-
chines [7]

I model and predict flow-
behavior, e.g.,[4].
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