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Implementation of Fact-checking pipelines for
LLMs

Figure 1: (Left) Transformer architecture [2]. (Right) Fact-checking pipeline from [1].

Background

Large language models (LLMs) like OpenAI’s GPT or Google’s Bard have become incre-
asingly influential due to their ability to generate human-like text. However, they often pro-
duce inaccurate or misleading information—a phenomenon referred to as ”hallucination”.
This limitation raises concerns about their use in critical applications, such as journalism,
education, healthcare, and law. To mitigate these issues, there is a growing interest in im-
plementing fact-checking pipelines that evaluate and improve the factual accuracy of LLM
outputs.

A fact-checking pipeline integrates retrieval systems, external databases, and logical rea-
soning to validate information generated by the LLM. By leveraging state-of-the-art tools
like web scraping, natural language processing (NLP), and knowledge graphs, these pipe-
lines can detect inaccuracies and provide reliable corrections.

Challenges in Fact-Checking pipelines:

• Distinguishing factual claims from general text.

• Retrieving contextually relevant and authoritative evidence.

• Verifying multi-faceted claims and resolving ambiguity.

• Presenting corrections without disrupting the user experience.

Description

The motivated student will gather information about state-of-the-art approaches for LLMs
and fact-checking pipelines. Promising pipelines will be implemented and evaluated quali-
tatively.

During this project the student will be

• working with state-of-the-art LLMs and NLP approaches,

• understanding the theory of LLMs,

• exploring challenges of fact-checking pipelines,

• implementing existing solutions for own problems.
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