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Towards Formal Verification of Large Language
Models: Applying Reachability Analysis on Trans-
formers

Background

Neural networks have been successfully deployed in many domains due to their high perfor-
mance. However, they have been shown to be susceptible to small input perturbations, called
adversarial examples, that can lead the network to output incorrect results [5]. Therefore, more
research has been conducted on the formal verification of desired properties of neural net-
works. The developed methods mostly consider networks with relatively simple architectures
such as feed forward neural networks [4].

Transformers [9] have become the state-of-the-art in the natural language processing domain,
mainly used in tasks such as text classification and machine translation [9]. Adversarial attacks
can be constructed in the context of natural language processing through synonym substitution,
paraphrasing and typos insertion [8] rendering the formal verification of transformers necessary.
The core part of the transformer block is the self-attention layer characterized by the nonlinearity
and position dependency in its operations [9]. Due to this increased complexity, there is only
little work on the verification of transformers, either limited to small scale models [8] or only
using convex set representations [3].

Description

The main goal of this thesis is to address this research gap by developing a method for verifying
the basic transformer architecture using reachability analysis. We lift the previous work on graph
neural networks to the domain of transformers by making use of (matrix) polynomial zonotopes
defined there [7]. The textual input of the transformer is first passed through an embedding layer
to generate a numerical input. We consider perturbations of the input modeled by a (matrix)
polynomial zonotope. We aim to define an enclosure of the transformer layers that allows the
propagation of our set representation through the network leveraging its ability to preserve non-
convex dependencies in the underlying computations to improve the outer approximation of the
output set.

The crux of this approach is overcoming the challenges posed by the nonlinearity and position
dependency present in the softmax and dot-product operations of the self-attention layer [10]
[9]. The proposed method will be implemented within the CORA framework [1] and used to
verify transformer models with varying complexities trained from scratch in Python for specified
natural language processing tasks on chosen data sets.

Tasks

• Conducting a literature research on transformer neural networks.

• Familiarizing with the CORA toolbox [1] and polynomial zonotopes [6]

• Implementing the transformer layers with their image enclosure in CORA.

• Training of transformer models in Python for natural language processing tasks

• Evaluation of the approach on the trained models

• Optional: Extending the verification to more complex transformer models such as vision
transformers [2]
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