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Analysis of Neural Activation Patterns During Vi-
deo Segmentation for Formal Verification

Background

Neural networks are increasingly used in safety-critical environments such as autonomous dri-
ving [2, 4]. However, they require formal verification due to their vulnerability to adversarial
attacks [6]. This verification is crucial, as erroneous outputs can lead to catastrophic results.
Formal verification methods provide a mathematical guarantee of a neural network’s behavior,
ensuring it operates as expected in various conditions and maintains safety standards in these
environments.

For instance, autonomous trains use neural networks to inspect their environment [10]. This in-
cludes tasks like railway track segmentation [3], where accuracy is crucial for detecting obstacles
and ensuring safe navigation. Ensuring that neural networks used in autonomous trains operate
reliably requires robust verification techniques. Set-based formal verification [8, 9] uses repre-
sentations such as zonotopes [5] and polynomial zonotopes [7] to create outer-approximations
of the network’s outputs. This method ensures that the network’s predictions are enclosed wi-
thin safe bounds.

Description

The goal of this thesis is to develop a set-based formal verification approach for neural networks
used in binary segmentation of railway tracks. The OSDaR23 dataset [11], which includes an-
notated images of railway tracks under diverse conditions, offers a good foundation for training
and evaluating these networks. The methodology will start by training a neural network using
the OSDaR23 dataset to classify pixels as railway track or background. After that, we use the
CORA framework to verify the neural network’s behavior and eventually extend the verification
to sequences of frames to analyze changes in neural activation patterns over time, in order to
optimize verification for continuous video data.

Tasks

• Literature research on set-based neural network verification

• Familiarize with the CORA toolbox [1]

• Dataset selection and preprocessing

• Implementation and training of a neural network for binary segmentation of railway tracks

• Evaluation of activation patterns

• Optional: Verification of frame sequences to analyze the network’s behavior over time
and optimize the verification process for sequential input data
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