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Set-Based Modeling of Ambiguous Word Embed-
dings using Deep Learning

Background

In natural language processing, one of the most effective ways to represent words is through
word embeddings, where each word is represented as a vector. Text corpora and neural net-
works are used to train these vectors using variations of the word2vec algorithm [6], which
trains each word based on its surrounding words. After training, these word embeddings can
be utilized for further processing, with large language models being a prominent example [7].

However, a significant issue arises with homonyms: words that have multiple meanings [8]. In
traditional word embeddings, these ambiguities are represented in a single vector, which results
in an averaged meaning of a given word. However, nuances or even contradicting meanings of
a word are lost using this approach.

One approach to addressing this issue is to detect and replace homonyms [5]. However, these
methods typically detect homonyms using a rule-based or statistical-based approach, which
requires an answer set and expert knowledge of the analyzed text.

Description

The goal of this thesis is to develop a model that automatically captures multiple meanings of
words using set-based computing. Thus, we model the word embeddings not as single vectors
but as continuous sets, e.g., a zonotope [3]. As these sets can easily be parametrized [4], a
meaning of the word can later be extracted from the set depending on the current context. This
method is expected to represent the different meanings of a single word, potentially providing
a more nuanced and accurate depiction of its semantic range.

To achieve this, the ambiguous word embeddings will be learned by adapting word embedding
algorithms to output a zonotope, which consists of a center and several generators. The gene-
rators will allow the meaning of a word to be represented by a set rather than a single vector,
effectively capturing the different meanings of homonyms even in high-dimensional embedding
spaces.

Tasks

• Literature research on ambiguous words in natural language processing

• Familiarize with the toolbox CORA [1]

• Dataset selection and preprocessing

• Implementation of set-based word embeddings

• Evaluation on the selected data set

• Optional: Explore more complex set representations, e.g., polynomial zonotopes.
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